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Enterprise	multihoming

• Why	do	enterprise	want	to	be	multihomed ?
– Technical	reasons
• Redundancy	against	link/router	failures
• Performance

– Economical	reasons
• Redundancy	against	providers	becoming	bankrupt
• Cost



Multihoming with	PI	prefixes

• Classical	IPv4	solution
– One	prefix	(p)	
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Limitations	of	PI	Multihoming
• Some	enterprises	may	have	difficulties	in	registering	a	
PI	prefix

• Traffic	engineering
– Control	of	the	outgoing	traffic	is	trivial
– Control	of	the	incoming	traffic	is	much	more	difficult

• AS	Path	prepending
• More	specific	prefixes
• BGP	Communities

• Internet	Routing	scalability
– All	ASes need	to	carry	your	BGP	routes
– Large	ISPs	bare	the	cost	of	growing	BGP	routing	tables



Multihoming with	one	PA	prefix

• Is	this	better	?
– Entreprise uses
2001:1:p/48
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Limitations	of	one	
prefix	PA	Multihoming

• Enterprise	is	stuck	with	the	provider	that	
allocated	the	prefix
– Changing	this	provider	requires	renumbering

• Traffic	engineering
– Not	really	better

• Scalability
– Not	really	better	since	AS1	also	needs	to	advertise	
the	entreprise prefix	in	addition	to	its	own



Multihoming with	several PA	prefixes

• Each	host	can	use
several	IPv6	addresses
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Challenges	for	several	PA	Multihoming

• TCP	support
– TCP	expects	a	single	address	on	each	connection

• Failures
– How	to	cope	with	the	failure	of	

• A	link	to	one	provider,	a	router,	An	entire	upstream	provider
• Traffic	engineering
– How	to	control	outgoing	traffic	?

• Selecting	the	best	provider	(delay,	throughput,	…)
• Load	balancing

– How	to	control	incoming	traffic	?
• Selecting	the	best	provider	(delay,	throughput,	…)
• Load	balancing



TCP	and	BCP38
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Network	Layer	solution	:	shim6



Shim6	in	one	slide
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shim6	in	practice

• Implemented	
in	the	Linux	kernel
– But	not	in	other	
stacks	…

• Failure	detection,
but	no	traffic
engineering	
capability



One	layer	above
• Can	we	move	multihoming support	in	the	
transport	layer	?
– Transport	needs	to	support	multiple	IP	addresses
• TCP	and	UDP	don't	work	as	is
• SCTP,
Multipath	TCP
Multipath	QUIC	
have	all	the	
required	features



Can	we	do	better	?
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Connection	establishment
with	Multipath	TCP
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How	to	cope	with	failures	?

• Link	failure	during	
existing	connection
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Traffic	engineering	?

• Multipath	TCP	naturally	measures
– Packet	losses
– Round-trip-times

• And	adjusts	its	congestion
control	accordingly
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Multipath	TCP	makes	
Multihoming with	several PA	possible
• TCP	support
– Multipath	TCP	copes	naturally	with	multiple	addresses

• Failures
– Multipath	TCP	detect	failures	via	packet	losses	or	ICMP	
and	reacts	by	moving	traffic	away	from	failures
• Within	a	few	round-trip-times

• Traffic	engineering
– Controlling	outgoing	traffic
– How	to	control	incoming	traffic	?

• Implementations
– Linux	:	http://www.multipath-tcp.org
– Apple	iOS for	all	apps	since	iOS11



Testing	IPv6	Multihoming
at	home

• How	to	test	IPv6	multihoming with	a	single	
link	?



Use	6	over	4	tunnels



Default	provider	with	native	IPv6



Second	provider	over	tunnel



Practical	issues

• HE's	tunnel	broker	might	not	be	perfect	
– IPv4	address	must	be	pingable
– CPE	router	must	allow	protocol	41

• SIXXS.net would	have	been	perfect



How	to	participate	?

• What you'll need

• We'll provide
– Software	images
– Routing configuration	
–MPTCP	support	
–Monitoring	tools

• Contact:	mathieu.jadin@uclouvain.be


