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IPv6 & containers…



Disclaimer

This is my interpretation of current state of things. 
I do not have a stake in the public cloud providers presented here.



Kubernetes

• Container orchestrator 
• Runs and manages containers 
• Supports multiple cloud and bare-metal 

environments 
• Inspired and informed by Google's experiences 

and internal systems 
• 100% Open source, written in Go 
• Manage applications, not machines 
• Rich ecosystem of plug-ins for scheduling, 

storage, networking 



Nodes, Pods, Containers

• Node:
• A server

• Cluster:
• Collection of nodes

• Pod:
• Collection of containers;
• Nodes can run multiple Pods



Services overview

• “Pods can come and go, services stay” 
• Define a single IP/Port combination 

that provides access to a pool of pods 
• By default a service connects the 

client to a Pod in a round- robin 
fashion 

• This solves the dilemma of having to 
keep up with every transient IP 
address assigned by Docker



Why IPv6?

• Cleaner
• Easier diagnosis
• We need lots of IPs
• Not easy to find remaining IPv4 space in organization
• Multi cluster
• VNFs: Mobile packet core, 5G…
• IoT



• IPv4 Parity, no API Changes
• CNI 0.6.0
• Bridge & Host-Local IPAM

• ip6tables & ipvs
• kubeadm

Rel 1.9 (Alpha)

• Phase 1 of dual-stack KEP
• Multiple IPs per pod

IPv6 in Kubernetes

Rel 1.15 (targeting) 

• Phase 2 of dual-stack 
KEP
• SRv6
• Dual-stack service 
CIDRs
• Istio IPv6
• …

Planning and 
Preparing

Original slide source: SRv6LB @ Kubecon https://www.youtube.com/watch?v=RRKUeyFaqEA

Rel 1.13

• Moving to 
CoreDNS

Dual stack KEP: 
https://github.com/kubernetes/enhancements/blob/master/keps/sig-network/20180612-ipv4-ipv6-dual-stack.md#implementation-plan

https://www.youtube.com/watch?v=RRKUeyFaqEA
https://github.com/kubernetes/enhancements/blob/master/keps/sig-network/20180612-ipv4-ipv6-dual-stack.md


IPv4 Kubernetes

Source: https://itnext.io/kubernetes-networking-behind-the-scenes-39a1ab1792bb from Nicolas Leiva

https://itnext.io/kubernetes-networking-behind-the-scenes-39a1ab1792bb


Multi-node, IPv6-only K8 cluster

Guide: https://github.com/leblancd/kube-v6

64:ff9b::/96 

https://github.com/leblancd/kube-v6


Container Network Interface (CNI)

• Proposed by CoreOS as part of 
appc specification

• Common interface between 
container run time and network 
plugin

• Gives driver freedom to 
manipulate network namespace

• Network described by JSON config
• Many CNI plugins available: 

• Calico, Flannel, Weave, Contiv…

Container

Network 
namespace

Driver 
plumbing

Kubernetes, Rocket…

Container Network Interface

Plugins 



CNI: Calico

https://opsnotice.xyz/kubernetes-ipv6-only/
https://www.projectcalico.org/enable-ipv6-on-kubernetes-with-project-calico/

• Pure L3 networking with BGP
• IPv6 only clusters
• ULA range by default for PODs
• By default breaks into /122 per node
• clusterIP: None on every defined Service
• Nginx-ingress controller

https://opsnotice.xyz/kubernetes-ipv6-only/
https://www.projectcalico.org/enable-ipv6-on-kubernetes-with-project-calico/


IPv6 CNI

• Flannel
• No IPv6 support

• Contiv-VPP
• IPv6 only
• SRv6
• https://github.com/contiv/vpp

• Cilium
• IPv6

https://github.com/contiv/vpp


Multi-cluster IPv4

Source: https://itnext.io/kubernetes-multi-cluster-networking-made-simple-c8f26827813 from Nicolas Leiva

https://itnext.io/kubernetes-multi-cluster-networking-made-simple-c8f26827813


Multi-cluster IPv6

Source: https://itnext.io/kubernetes-multi-cluster-networking-made-simple-c8f26827813 from Nicolas Leiva

https://itnext.io/kubernetes-multi-cluster-networking-made-simple-c8f26827813


What about the public cloud?
• GCE/GKE does not have IPv6 support

• VPC networks only support IPv4 unicast traffic. They do not support broadcast, multicast, or IPv6 traffic within the 
network.

• Can use IPv6 with load-balancing:
• https://cloud.google.com/compute/docs/load-balancing/ipv6

• Azure 
• NEW: IPv6 for VNets in public preview https://azure.microsoft.com/en-us/updates/public-preview-microsoft-adds-

full-ipv6-support-for-azure-vnets/
• No IPv6 on AKS
• IPv6 load-balancer:

• https://docs.microsoft.com/en-us/azure/load-balancer/load-balancer-ipv6-overview
• Long list of limitations:

• A single IPv6 address can be assigned to a single network interface in each VM.
• The load balancer routes the IPv6 packets to the private IPv6 addresses of the VMs using network address translation (NAT).
• Azure VMs cannot connect over IPv6 to other VMs, other Azure services, or on-premises devices. They can only communicate 

with the Azure load balancer over IPv6. However, they can communicate with these other resources using IPv4.
• Amazon

• No support for IPv6 on EKS
• Should work with EC2 instances
• Each VPC is given a unique /56 address prefix from within Amazon’s GUA (Global Unicast Address); you can assign a 

/64 address prefix to each subnet in your VPC
• Maximum amount of IPv6 addresses per interface: https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-

eni.html#AvailableIpPerENI

https://cloud.google.com/compute/docs/load-balancing/ipv6
https://azure.microsoft.com/en-us/updates/public-preview-microsoft-adds-full-ipv6-support-for-azure-vnets/
https://docs.microsoft.com/en-us/azure/load-balancer/load-balancer-ipv6-overview
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-eni.html


Azure



Azure (1)

https://docs.microsoft.com/en-us/azure/virtual-network/ipv6-overview

https://docs.microsoft.com/en-us/azure/virtual-network/ipv6-overview


Azure (3)

https://docs.microsoft.com/en-us/azure/virtual-network/virtual-network-ipv4-ipv6-dual-stack-cli

https://docs.microsoft.com/en-us/azure/virtual-network/virtual-network-ipv4-ipv6-dual-stack-cli


AWS

Based on DHCPv6 (actual implementation stateless and derived from topology DB)

https://docs.aws.amazon.com/vpc/latest/userguide/get-started-ipv6.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-eni.html

https://docs.aws.amazon.com/vpc/latest/userguide/get-started-ipv6.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-eni.html


AWS (1)



AWS (2)



Where do I track the latest?

• https://github.com/kubernetes/enhancements/issues/508
• https://github.com/kubernetes/enhancements/issues/563
• https://github.com/kubernetes/enhancements/blob/master/keps/sig

-network/20180612-ipv4-ipv6-dual-stack.md
• https://discuss.kubernetes.io/t/kubernetes-ipv4-ipv6-dual-stack-

support-status/4974
• #k8s-dual-stack channel on Kubernetes.slack.com
• Attending IPv6 Council J

https://github.com/kubernetes/enhancements/issues/508
https://github.com/kubernetes/enhancements/issues/563
https://github.com/kubernetes/enhancements/blob/master/keps/sig-network/20180612-ipv4-ipv6-dual-stack.md
https://discuss.kubernetes.io/t/kubernetes-ipv4-ipv6-dual-stack-support-status/4974


Thanks!


